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1 EXTENDED ABSTRACT

1.1 INTRODUCTION

The Australian Securities and Investment Commission
(ASIC) is responsible for ensuring the integrity, fairness
and efficiency of Australia’s financial markets, which is un-
derpinned by investors having the confidence in accessing
transparent and equitable market information that informs
their decision making. While responsible oversight provides
strict disclosure rules, securities commission’s typically lack
the resources required to discover withheld, misstated or
mistimed adverse information in listed companies’ mar-
ket announcements and public disclosures [Ana Carvajal
and Jennifer Elliott, 2007]. Providing a digital capacity for
regulators to detect and quickly respond to listed compa-
nies disclosure misinformation or disinformation incidents
has the potential to offset these resource limitations. Ad-
vances in technology including Artificial Intelligence (AI)
and machine learning oriented approaches to unstructured
data processing have the potential to significantly improve
a security commission’s capacity to detect poor disclosure
behaviour. During a 3-month project we developed a novel
mixed-methods approach to both automate disclosure clas-
sification as well as identify poor disclosure behaviours.
These methods included qualitative analysis (QA), natu-
ral language programming (NLP) and Bayesian Networks
(BN).

1.2 APPROACHES

Qualitative Analysis (QA) is the analysis of qualitative data,
for example unstructured human text. Content analysis is
one of the more widely used qualitative methods for study-
ing the disclosure statements of companies [Khandelwal
et al., 2021]. This approach involves identifying the ap-
pearance of content-types within text using a set of ana-
lytic categories (‘codes’) [Hsieh and Shannon, 2005]. Those
analytic-categories can be formalised by developing a set of

guidelines (‘codebook’) for consistent annotation. A code-
book helps to increase the rigor and reproducibility of this
type of qualitative approach [Roberts et al., 2019, Popping,
2000]. Natural Language Processing (NLP) refers to tech-
nology that allows computers to analyse large volumes of
unstructured text data [Jurafsky and Manning, 2012]. NLP
can help businesses automate processes and reduce human
errors [Liu et al., 2021] as well as support decision making
[Chen et al., 2020]. We used two well known NLP toolkits
during this study, Google BERT [Devlin et al., 2018] and
IBM Watson1. Since its introduction in 2018, BERT and its
variants have achieved great success in various classification
tasks [Radford et al., 2019, Liu et al., 2021, Brown et al.,
2020]. While vanilla BERT processes paragraphs and sen-
tences, it can be extended to processing long documents for
classification purposes [Adhikari et al., 2019]. IBM Watson
is a well-established business intelligence (BI) product that
provides a strong analytics engine together with a natural
language querying tool. For example, it is empowered to
analyse text to extract metadata from content (e.g., emotion,
sentiments). The toolkit has been extensively used in the
industry for its accessible user interface and robust language
querying functions [Ferrucci, 2012]. Bayesian Networks
(BNs) are directed acyclic graphs (DAG) that are under-
pinned by conditional probability distributions [Korb and
Nicholson, 2010]. Bayesian Networks offer advantages over
contemporary ML techniques in that they can be created
where there may be little or no existing data (only expert
knowledge) [de Waal et al., 2016], where the problem is
inherently uncertain [Iqbal et al., 2015], and in the specific
case of anomaly detection, there are few anomalous events
to draw upon [Mascaro et al., 2010, 2014, Hauskrecht et al.,
2007, Hill et al., 2009]. BNs are particularly suited to the
task of anomaly detection as they don’t necessarily need
prior knowledge of an anomaly to function [Zhang et al.,
2009].

1https://www.ibm.com/au-en/watson
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1.3 METHODS

We conducted systematic content-analysis to develop a set
of analytic categories for identifying characteristics of finan-
cial disclosure statements that, when integrated within NLP
and BN models, contribute to identifying anomalous com-
pany behaviours. In total 26 characteristics were identified.
Instructions for systematically identifying these character-
istics were documented within a Codebook that was used
to annotate 243 disclosure statements. NLP was applied to
automate the classification of these characteristics. Individ-
ual disclosures range from less than a page to more than a
hundred pages in length and as such required a long text
classification solution. Google BERT was selected for its
demonstrated long text classification capabilities [Devlin
et al., 2018]. Qualitative attributes were augmented with
disclosure meta-characteristics such as sentiment and emo-
tion using IBM Watson. We limited our sample set to only
30,000 of the potential millions of disclosures (disclosures
with less than 5 pages and belonging to the same disclosure
category). Naive bayes BN models were constructed using
both the qualitative characteristics and meta characteristics.
The naive bayes models were trialed with 3 different classi-
fiers all of which were proxies for companies that conducted
poor disclosure behaviour. We conducted a sensitivity anal-
ysis on the networks to understand which characteristics
were most influential towards the classifier. Our final mod-
elling step was to group companies and their disclosures
into cohorts and identify characteristics that were at least 2
standard deviations from the norm as anomalies. A future
step will be to conduct a correlation study on these anoma-
lies to determine if a relationship exists between anomalous
characteristics and a company’s poor disclosure behaviour.

Figure 1 details the mixed methods process flow. Activities
in blue are data wrangling, green were conducted by our
qualitative team, orange were our NLP processes and purple
our BN and main output activities.

A brief explanation of this diagram is provided. The pro-
cess starts with the literature review having information
sourced using Google Scholar, and the ASX and ASIC web-
sites. ASX provided 3 years of disclosure history that we
imported into an AWS database. The information from the
literature review, raw data and knowledge from industry
experts allowed us to define the data in a data dictionary
as well as build the Codebook for the qualitative processes.
From these sources we also built our NLP and BN models.
We then qualitatively coded a sample of 243 disclosures that
were then used as the bases for training our NLP qualitative
classification model. Both the human labelled and NLP la-
belled disclosures were then used to train the BN models.
Finally we conducted validation as well as a case study re-
view that also considered AFR, Twitter and ASX market
activity. Each model, and the data wrangling and cleansing
tasks were designed with automation in mind. This allowed

Figure 1: Mixed methods process flow.

for model rapid iteration and trialling of different combina-
tions of model type, classifier and source data. A second
rationale for the rapid interaction was the agile nature of
the feasibility study and the fact that modelling and pipeline
development were happening in parallel to knowledge engi-
neering. This resulted in model design and data schema that
changed frequently.

1.4 CONCLUSION

The three approaches of QA, NLP and BN combined in a
mixed-methods approach were demonstrated to streamline
both human led qualitative processes and AI automation.
The iterative approach allowed for rapid change manage-
ment, data changes and model tuning. Furthermore the BN
models ranked companies’ risk of poor disclosure as well
as identified anomalies in company disclosure behaviour.
Further work needs to be undertaken, particularly in coding
more disclosures and exploring the relationships between
anomalous behaviours and poor disclosure behaviour.
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